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Motivation
• Physical paintings are hard to edit.
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Related Work
• Interacting with editing history 

• Su et al. [2009], VisTrails [2009], McCann and Pollard [2009; 2012], Grossman et al. [2010], Noris 
et al. [2012], Denning and Pellacini [2013] , Chen et al. [2014], Matzen and Snavely [2014], 
Karsch et al. [2014].

Chronicle [Grossman et al. 2010]



Related Work
• Decomposing edits 

• Xu et al. [2006], Amati and Brostow [2010], Fu et al. [2011], Hu et al. [2013], Richardt et al. [2014]. 

Inverse Image Editing [Hu et al. 2013]



Related Work
• Image matting 

• Smith and Blinn [1996],  Zongker et al. [1999], Farid and Adelson [1999], Szeliski et al. [2000], 
Levin et al. [2006; 2007] 

Blue Screen Matting [Smith and Blinn 1996]
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Preprocessing Overview
The value of an unblocked pixel should be piecewise constant in time (stable)

Identical sequences of stable frames provide checkpoints for the painting progress
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Recovering Layers
Model Porter-Duff (1983) Kubelka-Munk (1931)

The standard for: digital compositing physical compositing

Compositing operation: Linear Non-linear

Used in graphics: Almost everywhere Occasionally  
     Lu et al. [2014], …
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• “Over” operator:

Before

Paint
After

After = Before · (1� ↵) + Paint · ↵ unknown
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Kubelka-Munk Model
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Reflectancepaint:

Find solution that maximizes Transmittancepaint 
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Editing
• Temporal-Spatial Selection:
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Future Work
• Camera and canvas calibration.

• Single image layer extraction?

• Apply layer data into more systems. 
• WetPaint [Bonanni et al. 2009] 

• Chronicle [Grossman et al. 2010] 

• …

• Apply our technique to art education.



Thank You!
• Contact Information 

• Jianchao Tan:  jtan8@gmu.edu 
• Marek Dvorožňák:  dvoromar@fel.cvut.cz 
• Daniel Sýkora:  sykorad@fel.cvut.cz 
• Yotam Gingold: ygingold@gmu.edu 

• Project Website:  https://cs.gmu.edu/~ygingold/timemap/ 

• Artists:  Marcello Barenghi, Matyáš Veselý, Dani Jones, semisecretsoftware (YouTube) 

• Sponsors: 
• United States National Science Foundation, Google. 
• Technology Agency of the Czech Republic, Czech Science Foundation, Grant Agency of the 

Czech Technical University in Prague

mailto:jtan8@gmu.edu
mailto:dvoromar@fel.cvut.cz
mailto:sykorad@fel.cvut.cz
mailto:ygingold@gmu.edu
https://cs.gmu.edu/~ygingold/timemap/
http://www.marcellobarenghi.com/
http://www.danijones.com/
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Preprocessing Comparison
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Our method Repaired frame



Closest-Paint Method


